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OVERVIEW OF PROGRESS

Why Cl applications needed for healthcare?

- Replicate the diagnostic skill of the medical specialist
- Provide more reliable diagnosis
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In general;

- Classification of the disease:
From ophthalmology to radiology
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Opthalmology applications
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- Opthalmology applications

12th International Conference on Application of Fuzzy Systems and Soft Computing. ICAFS 2016, 29-30
August 2016, Vienna, Austria

Intelligent eye tumour detection system

Kamil Dimililer™*, Yoney Kirsal Everb, Haithm Ratemi®
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Abstract

In order to diagnose cancer, huge biomedical machines such as PET-CT machines are used. Image fusion is an efficient image processing
method for detecting different types of tumours. In this paper an image analysis system for the eye ftumour detection will be designed. In this
system, different image processing methods are used to extract the tumour and mark it on the original image. The images are first smoothed
using median filtering. The background of the image is subtracted, to be then added to the original, results in a brighter area of interest or tumor
area. The experimental results show that the suggested system based on image fusion. is capable of detecting tumour in the eye. The proposed
research consists of two phases naming. Eye Tumour Detection System and Intelligent Eye Tumour Detection System. Results will be
compared accordingly in search for eye cancer.

© 2016 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license
(http://ereativecommons.org/licenses/by-ne-nd/4.0/).
Peer-review under responsibility of the Organizing Committee of ICAFS 2016

Keywords: Artificial neural networks; image fusion: eye mmou detection; canny operators.

Figure: Cl Application for Eye Tumour Detection System 6
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Modeling of biological systems

Closed-loop cycles of experiment design, execution,
and learning accelerate systems biology model
development in yeast
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Cl applications are successfull in Cardiovascular Diseases, why?

Focused on QRS wave complex, which is easily measured and this
waveform is understood well = accurate algorithms

An advantage: tests on publicly available databases
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MATLAB Central v Files ~ Authors My File Exchange ~ Contribute ~ About § Trial software
T Heart Sound Classifier figtnes
262 Downloads
version 1.5.00 (7.88 MB) by Bernhard Suhm B3 0
W Updated 16 Oct 2019
Heart Sound Classification demo as explained in the Machine Learning eBook, but now Vi ticaiss
_ expanded to demonstrate Wavelet scattering
Overview Functions Examples
HeartSoundClassificationNew-F . . 5 5
XiHelperFunctions function label = classifyHeartSounds(sound_signal, sampling_frequency) %#codegen
%Label new observations using trained SVH model Mdl. The function takes
classifyHeartSounds %sound signal and samplirg frequency es input and produces a classification
classiyHzanSounds_codegen_scrigtm %of "Normal' or 'Abnormal’

dominant_frequency_features %Copyright (c) 2016, MathWorks, Inc.

extractFeatures % Window length for feature extraction in seconds
extractFeaturesCodegen win_len = 5;

Figure: Heart Sound Classifier Application with MATLAB
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Neuromuscular disease
Obtained wave forms not clear and isolated due to action potentials
from muscle fibers



OVERVIEW OF PROGRESS

Computational Intelligence in Gait Research

Problems of gait researches

- Large volume of recorded data

- Lengthy assessment times in gait laboratories

Solution : Cl technology

1
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Computational Intelligence in Gait Research

Clis a fusion of learning mechanisms and computing specifically
suited for powerful decision systems capable of interpreting and
processing large volumes of data.

Thanks to Cl applications in gait analysis;

- more robust, efficient, and cost-effective diagnostic, monitoring,
and control systems are built.
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Computational Intelligence in Gait Research

Gait data are obtained from;

- Motion analysis systems
- Force Platforms
- Foot Pressure

- Electromyography
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Figure: Flowchart depicts design of the Cl model in a general intelligent gait

system.
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Figure: Current and future Cl applications in gait studies
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Final
Decision

}_,

Figure: The multimodal fusion of EEG and EOG signals for a hybrid Brain -
Computer Interface using the D-S theory.
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Next step: Prognosis
Determining the effectiveness of treatment or therapy
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Cl in biomedical

engineering

Diagnosis of disease Disease prognosis prediction Rehabilitation-rate

e Classification. « New with little to no results monitoring

*20+ years of using Cl techniques. * New and no
literature. * Will require time-series investigation yet.

* Includes NNs, SVM, analysis and prediction * Will require regression
fuzzy logic, HMM, etc. techniques. modeling using Cl

e Research in better * Extensions of current Cl techniques.
feature extraction for possible, e.g., time-series e Direct use of
more accurate prediction using SVMs. regression modeling
diagnosis. possible.

Figure: Cl in biomedical engineering
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Wireless Healthcare Systems

->Main objective is filling the gap between accessibility and
communication, reducing delays and costs.

21



WIRELESS HEALTHCARE SYSTEMS

Patient Monitoring
One of the first and most common application.

Faster and cost-efficient way to conduct doctor-patient consults to
assess the patient’s current state and clinical results at a distance.

Example study: Detection of Fetal Electrocardiogram through OFDM,
Neuro-Fuzzy logic and Wavelets Systems for Telemetry

22



WIRELESS HEALTHCARE SYSTEMS

Information Analysis and Collaboration
Collaboration of medical experts but not only for diagnosis also
medical data.

Faster and cost-efficient way to conduct doctor-patient consults to
assess the patient’s current state and clinical results at a distance.

Example study: A Predictive Model for Assistive Technology Adoption
for People With Dementia

23



WIRELESS HEALTHCARE SYSTEMS

Mobihealth: Body Area Networks using Wireless Mobie Phone Technology

Medical devices that can be worn by patient and monitor their vital
signals

24



WIRELESS HEALTHCARE SYSTEMS

Telerehabilitation

Using artificial intelligence techniques such as NNs to carry out
routine rehabilitation work allowing the physical therapist to attend
to other duties.

Example study: Ankle Rehabilitation System with Feedback from a

Smartphone Wireless Gyroscope Platform and Machine Learning
Classification

25
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RADIOLOGY APPLICATIONS OF ClI

Motivation for applications;

- To have greater efficacy and efficiency in clinical care
- To reduce errors Or mainly; work overload of radiologists

Advantage : Available large datasets

27
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a Predefined engineered features + traditional machine learning

Feature engineering

Selection Classification
Histagram
1] = = ! —| ¢ —
Texture Shape
Expert knowledge
b Deep learning
Input Hidden layers QOutput

Increasingly higher-level features

/‘I/’l/] -

e

Convolution layers for feature map extraction
—— Pooling layers for feature aggregation
Fully connected layers for classification

Figure: Widely used artificial intelligence methods 28
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Radiologists vs Artificial Intelligence

29



RADIOLOGY APPLICATIONS OF ClI

Mammography Application

Figure: Left, mediolateral oblique view from screening mammogram in
54-year-old asymptomatic woman. A computer-aided diagnosis (CAD)
prompt is present (arrowhead). Right, magnification view of area of interest. 30



RADIOLOGY APPLICATIONS OF ClI

- Radiomics : extraction of features from diagnostic images

- Imaging biobanks: “organised databases of medical images, and
associated imaging biomarkers (radiology and beyond),shared
among multiple researchers, linked to other biorepositories.”
defined by the European Society of Radiology.

- Dose Optimization

31



FPGA APPLICATIONS OF CI




FPGA APPLICATIONS OF Cl

Field Programmable Gate Array
Semiconductor devices that are based around a matrix of

configurable logic blocks connected via programmable
interconnects.

58
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Why FPGA preferred for Neural Network Application?

- Reconfigurability
- Cost

- Speed

- Accuracy

- Parallelism

34



FPGA APPLICATIONS OF Cl

N Turk J Elec Eng & Comp Sci, Vol.19, No.4, 2011, @ TUBITAK
TUBITAK doi: 10,3906/ clk-1006-488

Fully parallel ANN-based arrhythmia classifier on a
single-chip FPGA: FPAAC

Ahmet Turan OZDEMIR", Kenan DANISMAN
Department of Electrical and Electronics Engineering, nu ulty of Engineering,
Erciyes University, Kayseri-TURKE

mails: aturan@erciyes.edu.tr, danisreak !Arr1'¢y('~;.(du, r

Received: 08.C

Abstract
Recognition of eardiae arrhythmias by electrocardiogram (ECG) is an important issue for diagnosis of

cardiac abnormalities. Many studies on recognition of cardiac arvhythmias by ECG, using various teclinigues

have been performed in the past 20 years. Artificial newral networks (ANNs) are the most widely wsed

N

tool in medical diagnosis systems (MDS) because of their powerful prediction characteristics. An Al

model is inspired by real biological newral networks, with a parallel structure that is potentially fast for

Figure: Sample study for FPGA Application of Cl
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FPGA APPLICATIONS OF Cl

More sample studies;

- An Overview of MRI Brain Classification Using FPGA
Implementation

- A High-Performance FPGA Based Fuzzy Processer Architecture for
Medical Diagnosis

- An FPGA Based Coprocessor for Cancer Classification Using
Nearest Neighbour Classifier

36
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